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Abstract. We study the zero set of polynomials built from partition statistics, comple-
menting earlier work in this direction by Boyer, Goh, Parry, and others. In particular,
addressing a question of Males with two of the authors, we prove asymptotics for the values
of t-hook polynomials away from an annulus and isolated zeros of a theta function. We also
discuss some open problems and present data on other polynomial families, including those
associated to deformations of Rogers–Ramanujan functions.
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1 Introduction

For a positive integer n, a partition of n is a non-increasing sequence λ = (λ1, . . . , λℓ) of positive
integers such that |λ| := λ1 + · · · + λℓ = n. We write λ ⊢ n to denote that λ is a partition
of n, and we let ℓ = ℓ (λ) be the number of parts of λ. Since the very beginning of partition
theory, generating functions have been an essential tool. In the last century, the circle method
as developed first by Hardy and Ramanujan [19] has become an indispensable tool in studying
the coefficients of these generating functions as well as many counting problems in additive
combinatorics and number theory, including the Waring problem and weak Goldbach conjecture.
Hardy and Ramanujan used the generating function for the partition function p(n) := #{λ ⊢ n},
given for |q| < 1 by∑

n≥0

p(n)qn =
∏
n≥1

1

1− qn
,

in order to prove an asymptotic series for p(n) as n → ∞, whose main term yields

p(n) ∼ 1

4n
√
3
e
π
√

2n
3 .

This paper is a contribution to the Special Issue on Basic Hypergeometric Series Associated with Root
Systems and Applications in honor of Stephen C. Milne’s 75th birthday. The full collection is available at
https://www.emis.de/journals/SIGMA/Milne.html
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We will consider applications of the circle method to partition statistics. An important
example in this respect is the number of parts ℓ (λ) of partitions. One can keep track of both
the size and number of parts simultaneously in generating function form by using multiple
variables; indeed, it is not hard to see that∑

λ

wℓ(λ)q|λ| =
∏
n≥1

1

1− wqn
.

Properties of the parts of partitions are then encoded by the polynomials

Qn(w) :=
∑
λ⊢n

wℓ(λ), (1.1)

which also form the power series coefficients in the q-variable of the above generating function.
Indeed, every statistic on partitions possesses its own variation on the Qn(w) polynomials, and
these polynomials can encode deep information about partitions. For example, the famous
Ramanujan congruences

p(5n+ 4) ≡ 0 (mod 5), p(7n+ 5) ≡ 0 (mod 7), p(11n+ 6) ≡ 0 (mod 11)

can be explained directly in terms of the divisibility of the rank and crank polynomials by
cyclotomic polynomials for n in the given arithmetic progressions (see, for instance, [3, 12, 14]).

This example illustrates the core philosophy of this paper: to study partition statistics by
investigating the corresponding polynomials. In addition to divisibility relations, perhaps the
most natural property of a set of polynomials to study is its set of roots. In recent years,
there has been growing interest in studying roots of polynomials that encode data from number-
theoretic objects. For instance, zeros of period polynomials of newforms have been shown by
Jin, Ma, Ono, and Soundararajan to satisfy a “Riemann hypothesis” [24]. Another example is
the work of Griffin, Ono, Zagier, and one of the authors [17] showing that the so-called Jensen
polynomials encoded by integer partition numbers eventually have real roots. This directly
implies that an infinite sequence of inequalities are eventually satisfied by partition numbers.
From this point of view, it is natural to study the zeros of sequences of partition polynomials
formed from important partition statistics. Indeed, this project was partly inspired by Boyer and
Goh’s fascinating study of the zero attractor1 of the number-of-parts polynomials Qn(w) [4, 5]
(see also [6, 7, 8, 9, 10, 11, 29]).

In this paper, we will approach a problem of two of the authors and Males [13] on hook
polynomials which arose in their study of the connection between zeros of partition polynomials
and crank statistics. In order to explain the problem, we require hook numbers of partitions.
For each cell of the Young diagram of a partition λ, the hook number of this cell is the number of
boxes that form the inverted L-shape whose corner resides at the cell in question. For instance,
the hook numbers of the partition λ = (5, 2, 1) are given as

7 5 3 2 1

3 1

1

We let H(λ) be the multiset of all hook numbers of λ and the t-hook multiset as

Ht(λ) := {h ∈ H(λ) : t | h}.

1Roughly speaking, this is the set of limit points in C of the zeros of a sequence of polynomials.
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Figure 1. Zeros of P7(w, n) for n = 425, 985 and 1405.

Figure 2. Zeros of P7(w, n) for n = 426, 986 and 1406.

In order to keep track of the number of t-hooks of partitions, we use a formula for the generating
function due to Han, which derives from his extensions of the Nekrasov–Okounkov hook lengths
formula [18, 28]. To state this theorem and those that follow, we define for each t ≥ 1 the
generating functions

Ht (w; q) :=
∑
n≥0

Pt(w;n)q
n :=

∑
λ

w#Ht(λ)q|λ|.

The following representation for Ht(w; q) is proven in [18, Corollary 5.1].

Theorem 1.1. We have for t ≥ 2 that

Ht(w; q) =
∏
n≥1

1

(1− (wqt)n)t

∏
n≥1

(
1− qtn

)t
1− qn

.

Males and two of the authors [13] have asked how the zeros of the polynomials Pt(w, n)
are distributed as n → ∞. The data for t ≥ 6 seems to indicate that these polynomials have
isolated zeros outside the unit circle, and chaotic patterns in an annulus inside the unit circle
(see Figures 1 and 2). There also appears to be a difference in plots across the residue class
of n (mod t). We make no attempt here to describe a zero attractor, but we prove asymptotics
for Pt(w, n) that imply that there are no zeros outside a certain annulus, with the exception of
isolated points coming from zeros of a theta function.

To state the asymptotics for Pt(w, n) in the case |w| > 1, we define, for |z| < 1, the theta
function

Θℓ,t(z) :=
∑
m∈Zt

1·m=0
b·m≡ℓ (mod t)

z
1
2
∥m∥2+ 1

t
b·m,
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where b := (0, 1, . . . , t− 1). For ϵ > 0, let

Zℓ,t(ϵ) :=
{
z : |z| ≥ 1 + ϵ, Θℓ,t

(
z−1
)
= 0
}
.

Since Θℓ,t(z) is analytic and nonzero in |z| < 1, it follows that #Zℓ,t(ϵ) < ∞ for all ϵ > 0.

Theorem 1.2. Let t ≥ 1 and let ϵ > 0. Then uniformly for |w| > 1 + ϵ and w not in an
ϵ-neighborhood of Zℓ,t(ϵ), we have, as n → ∞ along the residue class ℓ (mod t),

Pt(w, n) = e
π
√

2n
3 w

n
t Θℓ,t

(
w−1

) 1

2
5+t
4 3

1+t
4 π

3+t
2 n

3+t
4

(1 + o(1)).

In the case |w| < 1, our asymptotic results, as well as the regions in which they hold, depend
on the function At(w, n) defined in equation (2.7).

Theorem 1.3. Let t ≥ 6. Let w0 = w0(t) be chosen, independent of n, so that At(w, n) ̸= 0 for
all |w| ≤ w0 (see Section 2.2). Then uniformly for |w| ≤ w0, we have, as n → ∞,

Pt(w, n) =
(2π)

t−1
2 At(w, n)

tt/2Γ
(
t−1
2

) n
t−3
2 +O

(
n

t−1
4
)
.

The following result controls the zero set of Pt(w, n) and is an immediate corollary of the
uniform growth of Pt(w, n) in the respective regions of Theorems 1.2 and 1.3.

Corollary 1.4. Let t ≥ 6 and let ℓ ∈ N. For all ϵ > 0, there exists an n0 = n0(ϵ, ℓ, t) such that
the zeros of Pt(w, n) for n ≡ ℓ (mod t) and n ≥ n0 lie either in an ϵ-neighborhood of Zℓ,t(ϵ) or
in the annulus w0 ≤ |w| ≤ 1 + ϵ.

Remark 1.5. It would be interesting to further describe asymptotics or the zero set of Pt(w, n)
in the region w0 < |w| < 1. We also leave the optimization of w0 and a deeper study of the
function At(w, n) as interesting follow-up problems.

The key technical difference in the hook polynomials Pt(w, n) and the number-of-parts poly-
nomials Qn(w) in (1.1) studied by Boyer and Goh [4, 5] is that w appears only in some of the
factors in the product Ht(w; q), rather than in all of them. Depending on whether |w| < 1
or |w| > 1, this changes the radius of convergence of Ht(w; q) and leads to the two distinct cases
of Theorems 1.2 and 1.3. The general philosophy is analogous to Sokal’s work on chromatic
polynomials, where phase transitions determine zero attractors of a sequence of polynomials.
In the case |w| < 1, our proof of Theorem 1.3 is a straightforward adjustment of Anderson’s
proof of an asymptotic formula for the number of t-core partitions for t ≥ 6 [1]. As such, we
do not address the cases t ∈ {2, 3, 4, 5}, where the asymptotics of ct(n) are less predictable; for
example, c2(n) and c3(n) are known to be lacunary (see, e.g., [16, pp. 333–334]).

In Section 2, we prove Theorems 1.2 and 1.3. In Section 3, we discuss some open problems
and data on other polynomial families, especially in connection with deformations of Rogers–
Ramanujan identities.

2 Asymptotics for hook-length polynomials

2.1 The case |w| > 1

Throughout this section, we use the abbreviated q-Pochhammer,

(a)∞ := (a; a)∞ =
∏
k≥1

(
1− ak

)
.
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Note that by [15, equation (3.1)], we may rewrite

Θℓ,t(z) =
∑
m∈Zt

1·m=0
b·m≡ℓ (mod t)

z
1
2
∥m∥2+ 1

t
b·m = (z)t∞

∑
m≥0

m≡ℓ (mod t)

p(m)z
m
t =

1

t

t−1∑
j=0

e−2πi jℓ
t

(z)t∞(
z

1
t e2πi

j
t

)
∞

.

It is in the latter form that Θℓ,t will appear in the proof of Theorem 1.2. We will also make use
of the version of Laplace’s Method below that is sufficient for our purposes.

Theorem 2.1 (Laplace’s method, see [30, Section 1.1.5]). Let A,B : [a, b] → C be continuous
functions. Let x0 ∈ (a, b) and suppose Re(B(x)) < Re(B(x0)) for all x ∈ (a, b) with x ̸= x0.
Suppose further that

lim
x→x0

B(x)−B(x0)

(x− x0)2
= −k ∈ C,

with Re(k) > 0. Then as t → ∞,∫ b

a
A(x)etB(x)dx = etB(x0)

(
A(x0)

√
π

tk
+ o

(
1√
t

))
.

We are now ready to prove Theorem 1.2.

Proof of Theorem 1.2. If |w| > 1, then Pt(w, q) is analytic in the region∣∣wqt∣∣ < 1 ⇐⇒ |q| < |w|−
1
t < 1.

Now, let xn := π√
6n

→ 0+. Choose a t-th root of w. Then

Pt(w, n) =
1

2πi

∫
q=w− 1

t e−xn+2πiθ

|θ|≤ 1
2

Ht(w; q)

qn+1
dq

= enxnw
n
t

∫
|θ|≤ 1

2

Ht

(
w;w− 1

t e−xn+2πiθ
)
e−2πinθdθ

= enxnw
n
t

∫
|θ|≤ 1

2

(
e−txn+2πitθ

)−t

∞

(
w−1e−txn+2πitθ

)t
∞(

w− 1
t e−xn+2πiθ

)
∞

e−2πinθdθ.

Now set θ 7→ 1
t (θ + j) for 0 ≤ j ≤ t− 1. Then we obtain

Pt(w, n) =
enxnw

n
t

t

t−1∑
j=0

e−2πi jn
t

∫
|θ|≤ 1

2

(
e−txn+2πiθ

)−t

∞

(
w−1e−txn+2πiθ

)t
∞(

w− 1
t e2πi

j
t
−xn+2πi θ

t

)
∞

e−2πin
t
θdθ.

Let FN be the Farey sequence of order N (to be chosen later in the proof) and θ′h,k, θ
′′
h,k the

respective mediants of three consecutive fractions h′

k′ ,
h
k ,

h′′

k′′ ∈ FN . Then

Pt(w, n) =
enxnw

n
t

t

t−1∑
j=0

e−2πi jn
t

∑
h
k
∈FN

e−2πihn
kt

×
∫ θ′′h,k

−θ′h,k

(
e−txn+2πiθ+2πih

k
)−t

∞

(
w−1e−txn+2πiθ+2πih

k

)t
∞

(w− 1
t e2πi

j
t
−xn+2πi θ

t
+2πi h

kt )∞
e−2πin

t
θdθ.
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Since the middle factor of the integrand is analytic for |q| = 1, we have, as xn → 0+,(
w−1e−txn+2πiθ+2πih

k

)t
∞(

w− 1
t e2πi

j
t
−xn+2πi θ

t
+2πi h

kt

)
∞

=

(
w−1e2πi

h
k

)t
∞(

w− 1
t e2πi

j
t
+2πi h

kt

)
∞

(1 + xnEj,h,k,t,n,w(θ)), (2.1)

where Ej,h,k,t,n,w(θ) is a continuous function of θ, uniformly bounded with respect to j, h, k, n
and for |w| ≥ 1 + ϵ. Set N := ⌊

√
n⌋. Here, θ′h,k, θ

′′
h,k ≍ 1

kN → 0 [2, p. 75]. Thus, using the
continuity of the above function of θ,

Pt(w, n) =
enxnw

n
t

t

t−1∑
j=0

e−2πi jn
t

∑
h
k
∈FN

e−2πihn
kt

(
w−1e2πi

h
k

)t
∞(

w− 1
t e2πi

j
t
+2πi h

kt

)
∞

×
∫ θ′′h,k

−θ′h,k

(
e−txn+2πiθ+2πih

k
)−t

∞ e−2πin
t
θ(1 + xnEj,h,k,n,t,w(θ)) dθ

= enxnw
n
t

∑
h
k
∈FN

e−2πihn
kt Θn,t

(
w−1e2πi

h
k
)

×
∫ θ′′h,k

−θ′h,k

(
e−txn+2πiθ+2πih

k
)−t

∞ e−2πin
t
θ(1 + xnEj,h,k,n,t,w(θ)) dθ.

Note that Θn,t

(
w−1e2πi

h
k

)
= Θℓ,t

(
w−1e2πi

h
k

)
is uniformly bounded for all h

k ∈ FN and all
|w| > 1 + ϵ, so does not contribute to asymptotic growth. Now, by [2, equation (5.2.2)], with

2πi
h+ iz

k
= −txn + 2πiθ + 2πi

h

k
=⇒ z =

ktxn
2π

− kiθ,

and hh′ ≡ −1 (mod k) and ωh,k = eπis(h,k), where s(h, k) is the Dedekind sum as in [2, equa-
tion (5.2.4)],(

e−txn+2πiθ+2πih
k
)−t

∞

= ωt
h,k

(
ktxn
2π

− kiθ

) t
2

e
πt

12k( ktxn2π −kiθ)
−πt

ktxn
2π −kiθ

12k

(
1 +O

(
e2πi

h′+ i
ktxn
2π −kiθ

k

))

= ωt
h,kk

t
2

(
txn
2π

− iθ

) t
2

e
πt
12

(
1

k2( txn2π −iθ)
−( txn

2π
−iθ)
)(

1 +

(
e
− 2π

1+( 2πθ
txn

)2

))

= ωt
h,kk

t
2

(
txn
2π

− iθ

) t
2

e
πt

12k2( txn2π −iθ) (1 +O(xn))

(
1 +O

(
1

kN

))(
1 +O

(
1

1 + 1
(txnkN)2

))
.

Thus,

Pt(w, n) = enxnw
n
t

∑
h
k
∈F⌊

√
n⌋

ωt
h,kk

t
2 e−2πihn

kt Θℓ,t

(
w−1e2πi

h
k
)
(1 + o(1)) (2.2)

×
∫ θ′′h,k

−θ′h,k

(
txn
2π

− iθ

) t
2

e
πt

12k2( txn2π −iθ)
−2πin

t
θ
(1 + xnEj,h,k,t,n,w(θ)) dθ,

and we are left to bound the integrals. Choose N := ⌊
√
n⌋, so that for k ≥ 2,∣∣∣∣∫ θ′′h,k

−θ′h,k

(
txn
2π

− iθ

) t
2

e
πt

12k2( txn2π −iθ)
−2πin

t
θ
(1 + xnEj,h,k,n,t,w(θ)) dθ

∣∣∣∣
≪
∫ θ′′h,k

−θ′h,k

∣∣∣∣ txn2π
− iθ

∣∣∣∣ t2 e
πt· txn2π

12k2(
t2x2n
4π2 +θ2)

dθ ≪ 1

kN
e

π2

6k2xn = o
(
e

π2

6xn

)
,

where we used the boundedness of Ej,h,k,n,t,w(θ).
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For k = 1, we have θ′0,1 = θ′′0,1 =
1

N+1 and we apply Theorem 2.1. We first need to transform

the integral to be of the correct form. We first set θ 7→ θ txn
2π . Thus,

∫ 1
N+1

− 1
N+1

(
txn
2π

− iθ

) t
2

e
πt

12( txn2π −iθ)
−2πin

t
θ
(1 + xnEj,0,1,n,t,w(θ)) dθ

=
txn
2π

∫ 2π
txn(N+1)

− 2π
txn(N+1)

(
txn
2π

− itxnθ

2π

) t
2

e
π

12(xn2π − ixnθ
2π )

−inxnθ
(
1 + xnEj,0,1,n,t,w

(
txnθ

2π

))
dθ

=
t
t+2
2 x

t+2
2

n

(2π)
t+2
2

∫ 2π
txn(N+1)

− 2π
txn(N+1)

(1− iθ)
t
2 e

π2

6xn
( 1
1−iθ

−iθ)

(
1 + xnEj,0,1,n,t,w

(
txnθ

2π

))
dθ. (2.3)

Now, as xn,
1

N+1 ≍ 1√
n
, it follows that the bounds of the integral above are bounded away from 0

and ∞ and are of the form needed for Theorem 2.1. We would like to apply Theorem 2.1 with
x 7→ θ, x0 7→ 0, A(θ) = (1− iθ)

1
2 and B(θ) = 1

1−iθ − iθ. Here,

Re (B(θ)) =
1

1 + θ2
< 1

for θ ̸= 0 and Taylor expanding gives

B(θ) = 1− θ2 +O
(
θ3
)
.

First we bound the error term, using the boundedness of Ej,0,1,n,t,w, as∣∣∣∣∫ 2π
txn(N+1)

− 2π
txn(N+1)

(1− iθ)
t
2 e

π2

6xn
( 1
1−iθ

−iθ)xnEj,0,1,n,t,w

(
txnθ

2π

)
dθ

∣∣∣∣≪ e
π2

6xn xn. (2.4)

For the main term, Theorem 2.1 gives∫ 2π
txn(N+1)

− 2π
txn(N+1)

(1− iθ)
t
2 e

π2

6xn
( 1
1−iθ

−iθ) = e
π2

6xn

(√
π6xn
π2

+ o
(√

xn
))

, (2.5)

hence (2.3)–(2.5) imply

∫ 1
N+1

− 1
N+1

(
txn
2π

− iθ

) t
2

e
πt

12( txn2π −iθ)
−2πin

t
θ
dθ =

t
2+t
2 x

2+t
2

n

(2π)
2+t
2

e
π2

6xn

(√
π6xn
π2

+ o(1)

)

=
1

2
5+t
4 3

1+t
4 π

3+t
2 n

3+t
4

e
π
√

n√
6 (1 + o(1)). (2.6)

Since we assume that w−1 is not in an ϵ-neighborhood of Zℓ,t(ϵ), it follows that the main term
in (2.2) does not vanish and occurs for k = 1. Combining with (2.6) and using ω0,1 = 1, the
theorem follows. ■

2.2 The case |w| < 1

Let ωh,k be as in the proof of Theorem 1.3. Given t ∈ N, following [1, Theorem 5], let

ω′
h,k :=

ωh,k

ωt
th

(t,k)
, k
(t,k)

.
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We require the following twist of the function At(n) from [1]:

At(w, n) :=
∑
k≥1

gcd(k,t)=1

1

k
t−1
2

∑
0≤h<k

gcd(h,k)=1

e−2πihn
k ω′

h,k ·
(
we2πi

ht
k ;we2πi

ht
k
)−t

∞ . (2.7)

Note that At(0, n) = At(n). This series converges absolutely and uniformly in w for |w| suf-
ficiently small; indeed, we can trivially bound the series by (|w|)−t

∞ ζ
(
3
2

)
. Therefore, we have

limw→0At(w, n) = At(n), and it follows by the following proposition that At(w, n) ̸= 0 for |w|
sufficiently small.

Proposition 2.2 ([1, Proposition 6]). If t ≥ 6, then At(n) is a nonzero real number such that

0.05 < At(n) < 2.62.

Our proof of Theorem 1.3 closely follows the proof in [1] of an asymptotic formula for the
number of t-core partitions in [1]. For further developments in these asymptotics, see [26, 33].

Proof of Theorem 1.3. In this case, Ht(w, q) is analytic in the region |q| < 1, since also∣∣wqt∣∣ < 1. We closely follow [1]. Exactly as in [1, p. 2598], we have

Pt(w;n) = i
∑

0≤h<k≤N
gcd(h,k)=1

e−2πihn
k

∫ N−2−iθ′′h,k

N−2+iθ′h,k

Ht

(
w; exp

(
2πih

k
− 2πz

))
e2πinzdz

= i
∑

0≤h<k≤N
gcd(h,k)=1

e−2πihn
k

∫ N−2−iθ′′h,k

N−2+iθ′h,k

(
we

2πih
k

−2πz
)−t

∞Ft

(
exp

(
2πih

k
− 2πz

))
e2πinzdz.

Set N := ⌊
√
n⌋. Here, θ′h,k, θ′′h,k ≍ 1

kN → 0 [2, p. 75]. Thus, e
2πih
k

−2πz → e
2πih
k for z in the range

of integration. Hence, we have

Pt(w;n) = i
∑

0≤h<k≤N
gcd(h,k)=1

e−2πihn
k
(
we

2πih
k
)−t

∞

×
∫ N−2−iθ′′h,k

N−2+iθ′h,k

Ft

(
exp

(
2πih

k
− 2πz

))
e2πinz(1 + zEh,k,n,t,w(z)) dz,

where, as in (2.1), Eh,k,n,t,w(z) is a continuous function of z, uniformly bounded with respect
to h, k and n for |w| ≤ w0; since At(w, n) ̸= 0 and z → 0, the contribution from this function
goes into the error term. The rest of the proof follows [1]; after a transformation to Ft, we have

Pt(w, n) = M + E1 + E2,

where M1, E1, E2 are as in [1, p. 2599] with the extra factor
(
we

2πih
k

)−t

∞ in the outer sum. Since
this factor is uniformly bounded and E1 and E2 are bounded term-wise by inserting absolute
values, we can bound E1 and E2 in our case in the same way and get

|E1|, |E2| = O
(
n

t−1
4
)
.

The integral in M is evaluated as in [1, pp. 2602–2603] and completed to a full sum, from k ≤ N
to k ≥ 1, as in [1, p. 2603, middle], again using the uniform boundedness of

(
we

2πih
k

)−t

∞ . ■
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3 Other polynomials

Following the introduction, we pose as a research area the detailed study of the zeros of partition
polynomials. These can come from natural two-variable generalizations of q-series arising in
partition theory, as well as those two-variable series which track natural statistics on partitions
(of course, often these two situations coincide). To give an idea of the richness of the potential
of this area of study, we give a couple examples where the zero attractors appear to give very
different behaviors.

3.1 Polynomials from products

As previously mentioned, an important paper of Parry [29] has computed asymptotics for many
products in the case |w| < 1; more specifically, Parry’s results deal with very general products
of the form∏

m≥1

1

(1− wqm)am
.

Using the strategy of Meinardus (see [2, Section 6] and [27]) suitably modified to permit the
introduction of a second variable, Parry shows how analytic properties of the Dirichlet series

∑
m≥1

e
2πihm

k am
ms

produce asymptotic estimates for the coefficients of the related generating function in the
case |w| < 1. In such cases, the authors expect that asymptotics for |w| > 1 follow using methods
very much like those we have used, namely the saddle point method or circle method. It would
be interesting to determine which kinds of zero attractors arise from natural partition generating
functions that arise as products, including natural families of eta quotients and certain restricted
partition functions such as partitions into powers (which are not connected to modular forms),
the generating function (−wq; q)∞ which tracks the parts of partitions into distinct parts, or
the D’Arcais polynomials which arise from the product (q; q)−w

∞ [18, 20, 21, 22, 23, 25].

3.2 Polynomials from Rogers–Ramanujan series

The Rogers–Ramanujan identities

∑
n≥0

qn
2

(q; q)n
=

1(
q; q5

)
∞
(
q4; q5

)
∞

and
∑
n≥0

qn
2+n

(q; q)n
=

1(
q2; q5

)
∞
(
q3; q5

)
∞

are among the central results in partition theory and in q-series, with far-reaching applications
in many fields (see, for instance, [32]). Zero attractors for coefficient polynomials associated to
natural w-generalizations of the product sides of these identities (i.e., those that track the number
of parts) can be analyzed using the framework of Parry discussed in the previous section. It would
be natural to ask similar questions about the natural w-generalizations of the q-hypergeometric
sides (which we note are distinct from the w-generalizations of the products). For instance, what
are the behaviours of the polynomials arising from

∑
n≥0

qn
2
wn

(q; q)n
or

∑
n≥0

qn
2+nwn

(q; q)n
?
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We also note that such functions have appeared already in physics [34], and bilateral versions
of these series were studied in [31]. More broadly, we ask about the polynomials pa,b(w;n)
defined by

Pa,b(w; q) :=
∑
n≥0

pa,b(w;n)q
n :=

∑
n≥0

qan
2+bnwn

(q; q)n
.

There are of course other ways that w may be inserted into q-hypergeometric series, which we
leave to future researchers. We propose the following problem.

Problem 3.1. Classify and establish as a function of a and b the zero attractors of polynomial
families {pa,b(w;n)}n≥0.

In data we computed, we observed several separate behaviors in the zeros (not necessarily
exhaustive or comprehensive in scope), which we outline below in four loosely titled subsections.
In particular, we offer a claim surrounding the Rogers–Ramanujan functions.

3.2.1 Asymptotically real

To illustrate this behavior, we consider the examples with (a, b) = (1, 0) and (a, b) = (1, 1),
which correspond to the sum-sides of the first and second Rogers–Ramanujan identities, respec-
tively; i.e.,

p1,0(w;n) =
∑
m

p(n : m superdistinct parts)wm,

p1,1(w;n) =
∑
m

p(n : m superdistinct parts, parts ≥ 2)wm.

Recall that a partition has superdistinct parts, if the difference between parts is at least 2.
For b ∈ {0, 1}, and n ∈ N, we define the Rogers–Ramanujan zero sets by

Z1,b(n) := {w ∈ C : p1,b(w;n) = 0}.

We first observe that all zeros in these Rogers–Ramanujan zero sets appear to lie in the half-
plane Re(w) ≤ 0, with many on the negative real axis. Moreover, as n increases, the zeros
appear to asymptotically approach this axis.

Claim 3.2. Let b ∈ {0, 1} and n ∈ N. If w1,b(n) ∈ Z1,b(n) then Re(w1,b(n)) ≤ 0. Moreover,
limn→∞ Im(w1,b(n)) = 0.

We illustrate this phenomenon with (a, b) = (1, 0) (the first Rogers–Ramanujan function),
with n = 1000, n = 5000, n = 10000 in Figure 3, which plots the zeros of p1,0(w;n) with
restricted real parts for visibility. Plots for (a, b) = (1, 1) corresponding to the second Rogers–
Ramanujan function are similar (and omitted for brevity). For reference, p1,0(w; 1000) is of
degree 31 and the zero which is approximately −4936.858637 (not visible in Figure 3) is the
one of maximum modulus; p1,0(w; 5000) is of degree 70 and the zero which is approximately
−485377.8433 is the one of maximum modulus; p1,0(w; 10000) is of degree 100 and the zero
which is approximately −3.644618597× 1012 is the one of maximum modulus.

3.2.2 Imaginary

We illustrate this behavior with the example (a, b) = (1/2, 1). Figure 4 plots the zeros of the
degree 62 polynomial p1/2,1(w; 2000), with restricted imaginary parts for visibility.
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Figure 3. Zeros of p1,0(w;n) with restricted real parts, for n = 1000, 5000, and 10000.

Figure 4. Zeros of p1/2,1(w; 2000) with restricted imaginary parts.

3.2.3 Radial segments

We illustrate this behavior with the example pairs (a, b) in the set {(1, 1/3), (1, 1/4)}. Fig-
ure 5 plots the zeros of the degree 42 and 44 polynomials p1,1/3(w; 2000) and p1,1/4(w; 2000),
respectively, with restricted moduli for visibility.

3.2.4 Circular

We illustrate this behavior with the example (a, b) = (1/3, 2/7). Figure 6 plots the zeros of the
degree 26 polynomial p1/3,2/7(w; 7114/21) = 281936495w26 + 567030825181w19 + 4450838w5,
with restricted moduli for visibility.
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Figure 5. Zeros of p1,1/3(w; 2000) (left) and p1,1/4(w; 2000) (right) with restricted moduli.

Figure 6. Zeros of p1/3,2/7(w; 7114/21) with restricted moduli.
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