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INFINITE SYSTEMS OF STRONG PARABOLIC

DIFFERENTIAL–FUNCTIONAL INEQUALITIES

by Stanis law Brzychczy

Abstract. We investigate a weakly coupled infinite system of nonlinear
strong parabolic differential–functional inequalities of the following form

(1) ∂tz
i(t, x) < f i(t, x, z(t, x), ∂xzi(t, x), ∂2

xxzi(t, x), z), i ∈ S,

in an arbitrary domain D. The right-hand sides f i of these inequalites
are functionals of an unknown function z and Volterra functionals only
will be regarded in this paper. We give a fundamental theorem on strong
parabolic differential–functional inequalities, generalizing the well-known
Nagumo–Westphal lemma to encompass the case of an infinite system.
This paper continues and, in a way, concludes Szarski’s research on various
generalizations of the theorem on strong differential inequalities.

1. Introduction. We consider a weakly coupled1 infinite system of non-
linear strong parabolic differential–functional inequalities of form (1), where
S is a set of indices (finite or infinite), (t, x) = (t, x1, . . . , xm) ∈ D ⊂ Rm+1,
where D is an arbitrary open (bounded or unbounded) domain.

Now, let S be an infinite countable set of indices and S = N , where N is
the set of natural numbers, and z stands for the mapping

z : N ×D → R, (i, t, x) 7→ zi(t, x)

composed of unknown functions zi. The gradient and the Hessian (the matrix
of second-order derivatives) of zi , i ∈ N , with respect to x are denoted by
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∂xzi := gradxzi := (∂x1z
i, ∂x2z

i, . . ., ∂xmzi) and ∂2
xxzi := (∂2

xjxk
zi), for j, k =

1, . . . ,m.
Let B(N ) := l∞(N ) := l∞ be the Banach space of mappings

w : N → R, i 7→ w(i) := wi,

with the finite norm

‖w‖l∞ := sup{|wi| : i ∈ N}.
If w ∈ B(N ), then we write w = {wi}i∈N .

By CN (D, l∞) we denote the space of continuous mappings

w : D → l∞, (t, x) 7→ w(t, x)

and
w(t, x) : N → R, i 7→ wi(t, x),

equipped with the finite norm

‖w‖0 := sup{|wi(t, x)| : (t, x) ∈ D, i ∈ N}.
As in the earlier papers [3, 14, 15], we denote by CN (D) the Banach space

of mappings
w : D → l∞, (t, x) 7→ w(t, x)

and
w(t, x) : N → R, i 7→ wi(t, x),

whose coordinates, i.e., functions wi for all i ∈ N , are continuous in D.
In the present paper, we give a fundamental theorem on strong differential-

functional inequalities of parabolic type for infinite systems, which generalizes
the well-known classical Nagumo–Westphal lemma (see Lakshmikantham and
Leela [4], Nickel [8, 9, 10], Szarski [13], Walter [16]) to encompass the case
of an infinite system.

In the 1970s, theorems on weak differential inequalities of parabolic type
were generalized by Szarski [14, 15] to include infinite systems; however, the-
orems on strong differential inequalities have not been generalized in this man-
ner. The difficulty lies in a proof of the existence of so-called Nagumo point.2

2This fundamental lemma on parabolic differential inequalities was proved and the no-
tions of a so-called “Nagumo point” and the “Nagumo method” of getting inequalities for
solutions of parabolic inequalities were introduced by Nagumo in 1939 [6]. We remark (cf.
Walter [17, p. 4699], [18, pp. 451–452]) that this work of Nagumo, being written in Japanese,
had remained unknown until a follow-up paper by Nagumo and Simode appeared in 1951
[7]. This lemma was rediscovered by Westphal in 1949 [19] (see Redheffer and Walter [12,
p. 285]). A similar result was obtained by Max Müller in 1927 [5] (cp. [9]). Therefore, this
lemma is sometimes called the Max Müller–Nagumo–Westphal Lemma. Redheffer (1963)
observed in [11] that the Nagumo procedure applies to equations containing functionals,
provided these functionals are monotone and of Volterra type.
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In the theorems on strong differential-functional inequalities, the funda-
mental assumption is some condition on monotonicity in y and s only, and in
the theorems on weak differential inequalities, the fundamental assumptions
are this monotonicity condition and the Lipschitz condition with respect to y
and s. These theorems were proved (see [3], [14], [15]) in the Banach space
CN (D). It has unfortunately turned out, though, that no theorem on strong
differential inequalities for infinite systems in the space CN (D) can be proved.
Precisely, the theorem fails to hold if the considered functions u, v ∈ CN (D).
A problem arises at the very beginning of the proof, when one attempts to use
the Nagumo point method. Namely, if we deal with an infinitely countable
system, that is if u, v are infinite sequences u = {uk}k∈N and v = {vk}k∈N ,
then it may happen that

uk(t, x) < vk(t, x) for (t, x) ∈ D, 0 < t < t̃ =
1
k
, k ∈ N .

Then, though, the intersection of the intervals (0, 1
k ) for k ∈ N is empty and

the inequality u(t, x) < v(t, x) for (t, x) ∈ D, 0 < t < t∗ is not true; hence
the proof fails. Therefore, we introduce the space CN (D, l∞) of all continuous
functions from D into l∞ equipped with the supremum norm from the space
l∞ and in this space we prove the theorem on strong differential inequalities.
The gist of the idea thus consists in assuming the continuity of the functions
considered and not only of the coordinates of these functions.

Main results are formulated in Theorem 1 and again in Theorem 2 with
the boundary inequalities corresponding to a certain generalization of the first
and the third classical Fourier problems.

2. Notations, definitions and assumptions. A function w∈CN (D, l∞)
will be called regular in domain D if functions wi, i ∈ N , have continuous
derivatives ∂tw

i, ∂2
xjxk

wi for j, k = 1, . . . ,m, in D, i.e., w ∈ Creg
N (D, l∞) :=

CN (D, l∞) ∩ C1,2
N (D).

We say that a function u ∈ C∗N (D) if it is continuous and possesses first
derivatives ∂xju

i for j = 1, . . . ,m, i ∈ N in D.

(O): In the space CN (D, l∞), we introduce the order relations “≤” and “<”
defined by

u ≤ v ⇐⇒ ui(t, x) ≤ vi(t, x) for arbitrary (t, x) ∈ D and all i ∈ N,

u < v ⇐⇒ ui(t, x) < vi(t, x) for arbitrary (t, x) ∈ D and all i ∈ N.

We introduce the following notation: for every fixed t, 0 < t ≤ T and for
s, s̃ ∈ CN (D, l∞)

s
t
≤ s̃ ⇐⇒ si(t, x) ≤ s̃i(t, x) for any 0 < t ≤ t, (t, x) ∈ D and all i ∈ N .
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If t ≥ T , then we simply write s ≤ s̃ instead of s
t
≤ s̃.

2.1. Property (P). We shall say that a set D (possibly unbounded) in
the time-space (t, x) = (t, x1, . . . , xn) has property (P ) if:

10 the projection of the interior of D on the t-axis is an interval (0, T ),
where T < ∞;

20 for every (t̃, x̃) ∈ D, there is a positive number r such that the lower
half neighbourhood is contained in D, i.e.,

{(t, x) : (t− t̃)2 +
m∑

j=1

(xi − x̃i)2 < r2, t ≤ t̃} ⊂ D.

Let D be an open domain having property (P ). We denote by σ the part
of the boundary of D situated in the open zone 0 < t < T , S0 := {(t, x) ∈ D :
t = 0} be nonempty, Γ := S0 ∪ σ be the parabolic boundary of the domain D
and D := D ∪ Γ.

2.2. Definitions of the notion of parabolicity in Besala’s, Szarski’s
and classical sense. (cp. [1], [13], [14])

According to the definition introduced by Besala, given a function u =
u(t, x) of class C1 in the domain D, the function f i(t, x, y, p, q, s) is said to be
uniformly elliptic with respect to u in D (we say: in Besala’s sense) if there is a
constant κ > 0 such that for all (t, x) ∈ D and any two real square symmetric
matrices q, q̃ ∈Mm×m, q = (qjk) and q̃ = (q̃jk), j, k = 1, . . . ,m, there is

q̃ ≥ q ⇒ f i(t, x, u(t, x), ∂xui(t, x), q̃, u)− f i(t, x, u(t, x), ∂xui(t, x), q, u) ≥

(2) ≥ κ
m∑

j=1

(q̃jj − qjj),

where the inequality q̃ ≥ q means that
m∑

j,k=1

(q̃jk − qjk)ξjξk ≥ 0 for all ξ = (ξ1, . . . , ξm) ∈ Rm.

A system of differential equations (or inequalities)

(3) ∂tz
i(t, x) = f i(t, x, z(t, x), ∂xzi(t, x), ∂2

xxzi(t, x), z), i ∈N ,

is called uniformly parabolic with respect to the function u ∈ C∗N (D) in D if
every f i is uniformly elliptic with respect to this function.

The solution z of system (3) is called a regular parabolic solution of (3) in
D if z is a regular solution of (3) in D and if f i, for i ∈ N , are elliptic functions
with respect to this solution in D.

In particular, if κ = 0 in (2), then f i is called parabolic with respect to
u = u(t, x) in D; precisely: parabolic in Szarski’s sense.
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On the other hand, it can easily be shown that if f i is of class C1 with
respect to q = (qjk) then the condition

m∑
j,k=1

∂qjk
f iξjξk ≥ κ

m∑
j=1

ξ2
j for all ξ = (ξ1, . . . , ξm) ∈ Rm,

where a constant κ > 0, usually called the uniform parabolicity, implies the
uniform parabolicity in the sense of the above definition.

Let us consider the semilinear infinite system of strong parabolic inequali-
ties of the following form

(4) Li[zi](t, x) := ∂tz
i(t, x)−

m∑
j,k=1

ai
jk(t, x)∂2

xjxk
zi(t, x) <

< f i(t, x, z(t, x), ∂xzi(t, x), z), i ∈ N .

If the operators Li (i ∈ N ) are uniformly parabolic in D in the classical sense,
i.e., there exists a constant ν > 0 such that
(5)

m∑
j,k=1

ai
jk(t, x)ξjξk ≥ ν

m∑
j=1

ξ2
j for all ξ = (ξ1, . . . ξm) ∈ Rm, (t, x) ∈ D, i ∈ N ,

then these operators are uniformly parabolic in D with respect to any function
u ∈ C∗N (D).

2.3. Monotonicity conditions and Volterra condition. Let the real
functions f i(t, x, y, p, q, s), i ∈ N , be defined for (t, x, y, p, q, s) ∈ K, where

K := D × l∞ × Rm ×Mm×m × CN (D, l∞)

and Mm×m denote the set of all real square symmetric matrices q = (qjk),
j, k = 1, . . . ,m.

We say that the functions f i, i ∈ N , satisfy:

(W+): Condition (W+) with respect to y if for every fixed index i the function
f i is nondecreasing with respect to the arguments yj for all j 6= i, j ∈ N .

(W) : Condition (W ) with respect to s if they are nondecreasing with respect
to s.

(V) : The functions f i, i ∈ N , are Volterra functionals (or: the functions
f i, i ∈ N , satisfy the so-called Volterra condition) with respect to the
argument s if

f i(t, x, y, p, q, s) = f i(t, x, y, p, q, s̃)
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for all (t, x, y, p, q) ∈ D × l∞ × Rm × Mm×m, i ∈ N is true for all
functions s, s̃ ∈ CN (D, l∞) which satisfy the equality

s(t, x) = s̃(t, x) for all 0 < t ≤ t, (t, x) ∈ D.

This condition means that the value of the functions f i(t, x, y, p, q, s),
i ∈ N , depends on the past of the function s.

(M) : The functionals f i, i ∈ N , are monotone nondecreasing (or: the func-
tions f i, i ∈ N , satisfy the monotonicity condition (M)) with respect
to the argument s, if for every fixed t, 0 < t ≤ T and for all functions
s, s̃ ∈ CN (D, l∞)

s
t
≤ s̃ ⇒ f i(t, x, y, p, q, r, s) ≤ f i(t, x, y, p, q, s̃), i ∈ N

(cf. [8, p. 167] and [15, p. 478]).

Remark 1. It is easy to see (cf. [2, p. 144]) that the functions f i, i ∈ N ,
satisfy Volterra condition (V ) and condition (W ) with respect to s if and only
if they satisfy condition (M).

3. Main result.

Theorem 1 (on strong inequalities for infinite systems).
Let real functions f i(t, x, y, p, q, s), i ∈ N , be defined for (t, x, y, p, q, s) ∈ K

and the domain D has the property (P ).
Assume that
10 the functions f i, i ∈ N , satisfy condition (W+) with respect to y, con-

dition (W ) with respect to s and condition (V ) in the set K;
20 the functions u, v ∈ Creg

N (D, l∞);
30 every function f i is elliptic with respect to the function u in Szarski’s

sense;
40 the infinite systems of inequalities

(6) ∂tu
i(t, x) ≤ f i(t, x, u(t, x), ∂xui(t, x), ∂2

xxui(t, x), u), (<),

(7) ∂tv
i(t, x) > f i(t, x, v(t, x), ∂xvi(t, x), ∂2

xxvi(t, x), v) i ∈ N , (≥),

hold for (t, x) ∈ D.
50 Suppose finally that the initial inequality

(8) u(0, x) < v(0, x) for x ∈ S0

and the boundary inequality

(9) u(t, x) < v(t, x) for (t, x) ∈ σ

hold true.



145

If one of the inequalities (6) or (7) is strict, then under the above assump-
tions there is

(10) u(t, x) < v(t, x) for (t, x) ∈ D.

Proof. Notice that the proof of our theorem is simple and similar to the
proofs of Szarski’s theorems on strong inequalities given in papers [13, pp. 135–
136, 190–193] and [14, pp. 199–201] but it is based on the assumption that the
functions u, v ∈ CN (D, l∞).

Since the set of points (0, x) such that x ∈ S0 is compact, there is, by (8)
and by the continuity of functions u, v ∈ CN (D, l∞), a time t̃, 0 < t̃ < T , such
that (10) holds true in the intersection of D with the zone 0 ≤ t < t̃. Let t∗

be the least upper bound for such t̃, or +∞ if there is no such bound. The
assertion of theorem is obviously equivalent to the equality t∗ = T .

Suppose for the contrary that the conclusion is not true, i.e., t∗ < T . Then
by 20 there is u− v ∈ CN (D, l∞) and by the continuity of u− v there would be

(11) u(t, x) ≤ v(t, x) for (t, x) ∈ D, 0 < t ≤ t∗.

This inequality means that

(12) u
t∗

≤ v.

The domain D has property (P ) and strong initial and boundary inequalities
(8), (9) hold; therefore, by the definition of t∗ and the definition of order “<”,
there exist an index i∗ ∈ N and a point x∗ ∈ St∗ (a Nagumo point) such that

(13) ui∗(t∗, x∗) = vi∗(t∗, x∗)

and (t∗, x∗) is an interior point of D.
From (11) and (13) it follows that the function

V (x) := ui∗(t∗, x)− vi∗(t∗, x)

as the function in x = (x1, . . . , xm) attains its maximum in St∗ at x = x∗, i.e.,

(14) max
x∈St∗

V (x) = max
x∈St∗

[ui∗(t∗, x)− vi∗(t∗, x)] = ui∗(t∗, x∗)− vi∗(t∗, x∗) = 0.

Since St∗ is open and the function V (x) is of class C2 in St∗ and attains
its maximum at an interior point x∗ of St∗ , there is

(15) ∂xui∗(t∗, x∗) = ∂xvi∗(t∗, x∗)

and

(16) ∂2
xxui∗(t∗, x∗) ≤ ∂2

xxvi∗(t∗, x∗).
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Hence,

(17)
m∑

j,k=1

[∂2
xjxk

ui∗(t∗, x∗)− ∂2
xjxk

vi∗(t∗, x∗)]ξjξk ≤ 0 for all ξ = (ξ1, . . . , ξm).

From assumptions 10–40 and (11)–(13), (15)–(17), conditions (V ), (W ) and
by Remark 1 it follows that

(18) ∂tu
i∗(t∗, x∗) ≤ f i∗(t∗, x∗, u(t∗, x∗), ∂xui∗(t∗, x∗), ∂2

xxui∗(t∗, x∗), u) ≤
≤ f i∗(t∗, x∗, u(t∗, x∗), ∂xui∗(t∗, x∗), ∂2

xxvi∗(t∗, x∗), v) ≤
≤ f i∗(t∗, x∗, v(t∗, x∗), ∂xvi∗(t∗, x∗), ∂2

xxvi∗(t∗, x∗), v) < ∂tv
i∗(t∗, x∗).

On the other hand, the function

W (t) := ui∗(t, x∗)− vi∗(t, x∗),

as the function in one variable t, defined for t in some interval (0, t∗) attains,
by (11) and (13), its maximum at the right-hand extremity t∗ of the interval
[0, t∗]. Hence, there is

(19) ∂tW (t∗) = ∂tu
i∗(t∗, x∗)− ∂tv

i∗(t∗, x∗) ≥ 0,

which contradicts (18). This proves the theorem.

Now we formulate a theorem with another, more general boundary inequal-
ity, to some exten corresponding to the first and the third classical Fourier
problems. Let the functions

(20) αi(t, x) ≥ 0, βi(t, x) > 0 for i ∈ N ,

be defined on σ and suppose that for every point (t, x) ∈ Σαi (by Σαi we denote
the subset of σ on which αi(t, x) 6= 0) the direction li = li(t, x) orthogonal to
the t-axis and penetrating into the closed domain D is given. We will assume
that

(21)
d[ui − vi]

dli
(t, x) = 0 for (t, x) ∈ σ − Σαi , i ∈ N .

The following theorem is true.

Theorem 2. Under the all assumptions of Theorem 1, with the exception
of inequality (9), which is replaced with the following more general inequality

(22) α(t, x)
d[u− v]

dl
(t, x)− β(t, x)[u(t, x)− v(t, x)] > 0 for (t, x) ∈ σ,

where the functions α, β and the direction l satisfy (20) and (21), inequality
(10) is true, i.e., there is

(23) u(t, x) < v(t, x) for (t, x) ∈ D.

The proof is quite similar to that of Theorem 1.
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Remark 2. In the particular case of α = 0 and β = 1, boundary inequality
(23) is reduced to inequality (9).

Remark 3. Theorems 1 and 2 hold true for an arbitrary infinite system of
inequalities (1) (the method used in the proof does not need the assumption
that the system is countable). In this case we introduce the space B(S), where
S is an arbitrary set of indices, and the space CS(D,B(S)) as the space of all
continuous mappings from D into B(S), equipped with the supremum norm
from the space B(S).

Remark 4. Theorems 1 and 2 hold true in unbounded domains (cp.
[3],[14],[15]) for functions h = h(t, x) which fullfil the growth condition
|h(t, x)| ≤ M exp(K|x|2) in D.

Remark 5. In a similar manner, theorems on strong differential inequali-
ties of other type of infinite systems in the space CS(D,B(S)) can be proved.
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