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Solving systems of fuzzy linear inequalities could lead to the solutions of fuzzy linear programs. It is shown that a system of fuzzy linear inequalities can be converted to a regular min-max problem. An entropic regularization method is introduced for solving such a problem. Some computational results are included.
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1. Introduction. Over the past years, the field of fuzzy linear programming has experienced a great deal of growth [10]. In contrast to classical linear programming problems, fuzzy linear programming problems do not have one unique model. Many variations are possible depending on the assumptions or features of the real situation to be modeled. Various models and approaches have been devised in the literature to deal with the diversity in fuzzy linear programming problems. In this work, we consider solving a fuzzy linear programming problem in view of the system of fuzzy linear inequalities

\[ f_i(x) \preceq 0, \quad i = 1, 2, \ldots, m, \]  

where \( f_i(x) \) are linear real-valued functions in \( x \in \mathbb{R}^n \) and \( \preceq \) denotes the fuzzified version of \( \leq \) with the linguistic interpretation “approximately less than or equal to.” Each fuzzy inequality \( f_i(x) \preceq 0 \) actually determines a fuzzy set \( \tilde{C}_i \), whose membership function is denoted by \( \mu_{C_i} \). The membership grade \( \mu_{C_i}(x) \) can be interpreted as the degree to which the regular inequality \( f_i(x) \leq 0, \ i = 1, 2, \ldots, m \), is satisfied. To specify the membership functions \( \mu_{C_i} \), it is commonly assumed that \( \mu_{C_i}(x) \) should be 0 if the regular linear inequality \( f_i(x) \leq 0 \) is strongly violated and 1 if it is satisfied. This leads to a membership function in the form

\[
\mu_{C_i}(x) = \begin{cases} 
1, & \text{if } f_i(x) \leq 0, \\
\mu_i(f_i(x)), & \text{if } 0 < f_i(x) \leq t_i, \\
0, & \text{if } f_i(x) > t_i,
\end{cases}
\]  

where \( i = 1, 2, \ldots, m \) and \( t_i \geq 0 \) is the tolerance level which a decision maker can tolerate in the accomplishment of the fuzzy inequality \( f_i(x) \preceq 0 \). We usually assume that \( \mu_i(f_i(x)) \in [0, 1] \) and it is continuous and strictly decreasing over \([0, t_i]\). Figure 1.1 shows different shapes of such membership functions.
Let a fuzzy decision \( \hat{D} \) of system (1.1) be defined as the fuzzy set resulting from the intersection of \( \hat{C}_i, i = 1, 2, \ldots, m \), with a corresponding membership function

\[
\mu_{\hat{D}}(x) = \min_{i=1,2,\ldots,m} \{ \mu_{C_i}(x) \}. \tag{1.3}
\]

According to [1, 17], a solution, say \( x^* \), of the system of fuzzy linear inequalities (1.1) can be taken as the solution with the highest membership in the fuzzy decision set \( \hat{D} \) and obtained by solving the problem

\[
\max_{x \in \mathbb{R}^n} \min_{i=1,2,\ldots,m} \{ \mu_{C_i}(x) \}, \tag{1.4}
\]

which is equivalent to the min-max problem

\[
-\min_{x \in \mathbb{R}^n} \max_{i=1,2,\ldots,m} \{ -\mu_{C_i}(x) \}. \tag{1.5}
\]

It is well known that the nondifferentiability of the max function

\[
F(x) \triangleq \max_{i=1,2,\ldots,m} \{ \mu_{C_i}(x) \} \tag{1.6}
\]

presents difficulty in finding an optimal solution. In this work, a regularization method using entropy functions is introduced to derive a smooth and good approximation function in explicit expression for the max function. The organization of the rest of this paper is as follows. Section 2 describes the entropic regularization method and shows that a system of fuzzy linear inequalities with concave membership function can be converted to a regular unconstrained convex programming problem. A numerical example is provided in Section 3 to illustrate the solution procedure. Section 4 concludes the paper by making some remarks.
2. Entropic regularization method. To find a solution of the system of fuzzy linear inequalities (1.1), we consider problem (1.5). One major difficulty encountered in developing solution methods for the min-max problem (1.5) is the nondifferentiability of the max function

\[ F(x) \triangleq \max_{i=1,2,...,m} \{ -\mu_{C_i}(x) \} . \tag{2.1} \]

A distinct feature of the recent development centers around the idea of developing “smooth algorithms” [4, 5, 13, 14, 15, 16]. Among them, a class called “regularization methods” has been developed based on approximating the max function \( F(x) \) by certain smooth functions [2, 3, 5, 14, 16].

Note that the min-max problem (1.5) has the Lagrange function

\[ L(x,\lambda) \triangleq \sum_{i=1}^{m} \lambda_i ( -\mu_{C_i}(x) ) , \tag{2.2} \]

for each \( x \in \mathbb{R}^n \), where the \( m \)-vector \( \lambda \) denotes Lagrange multipliers which satisfy the nonnegativity and normality conditions, that is, these multipliers are restricted to fall within the simplex

\[ \Lambda \triangleq \left\{ \lambda \mid \lambda \geq 0; \sum_{i=1}^{m} \lambda_i = 1 \right\} . \tag{2.3} \]

It is obvious that the inequality

\[ L(x,\lambda) = \sum_{i=1}^{m} \lambda_i ( -\mu_{C_i}(x) ) \leq \max_{i=1,2,...,m} \{ -\mu_{C_i}(x) \} = F(x) \tag{2.4} \]

holds for any \( \lambda \in \Lambda \). Under some regular assumptions, the max function \( F(x) \) can be obtained as

\[ F(x) = \max_{\lambda \in \Lambda} L(x,\lambda) . \tag{2.5} \]

Unfortunately, the maximization of \( \sum_{i=1}^{m} \lambda_i ( -\mu_{C_i}(x) ) \) over \( \lambda \in \Lambda \) rarely has an explicit solution \( \lambda(x) \) for all \( x \in \mathbb{R}^n \). Therefore, general regularization methods consider the substitute (of \( L(x,\lambda) \))

\[ L_p(x,\lambda) \triangleq \sum_{i=1}^{m} \lambda_i ( -\mu_{C_i}(x) ) + \frac{1}{p} R(\lambda;\beta) , \tag{2.6} \]

where \( p > 0 \) is a control parameter, \( R \) is a regularization function, and \( \beta \) is an optional parameter vector of \( R \). Carefully choosing the function \( R \), maximizing the substitute (2.6) could result in a smooth approximation function

\[ F_p(x) \triangleq \max_{\lambda \in \Lambda} L_p(x,\lambda) . \tag{2.7} \]
Some known regularization methods have considered certain regularization functions [5, 6, 7]; however, no explicit expression of \( F_p(x) \) was given in these methods. Recently, a regularization method using entropy functions \([11]\) is introduced to derive a smooth and good approximation function \( F_p(x) \) in explicit expression for the max function \( F(x) \). Given \( x \in \mathbb{R}^n \), when the Shannon’s entropy function \([8]\) is chosen as the regularization function, that is, \( R(\lambda) = -\sum_{i=1}^{m} \lambda_i \ln \lambda_i \), we define

\[
L_p(x, \lambda) \triangleq \sum_{i=1}^{m} \lambda_i (-\mu_{C_i}(x)) - \frac{1}{p} \sum_{i=1}^{m} \lambda_i \ln \lambda_i, \quad (2.8)
\]

where \( \lambda \in \Lambda \). Since \( L_p(x, \lambda) \) is strictly concave in \( \lambda \), maximizing it over \( \Lambda \) gives a unique optimal solution

\[
\lambda^*_i(x, p) = \frac{\exp \left[ p \left( -\mu_{C_i}(x) \right) \right]}{Z}, \quad i = 1, 2, \ldots, m, \quad (2.9)
\]

where

\[
Z = \sum_{i=1}^{m} \exp \left[ p \left( -\mu_{C_i}(x) \right) \right]. \quad (2.10)
\]

Substituting \( \lambda_i \) in (2.8) by \( \lambda^*_i(x, p) \) for (2.7) results in an explicit expression

\[
F_p(x) = \frac{1}{p} \ln \left\{ \sum_{i=1}^{m} \exp \left[ p \left( -\mu_{C_i}(x) \right) \right] \right\}, \quad (2.11)
\]

which is a smooth function. It should be emphasized that the \( F_p(x) \) function obtained here is indeed the maximum of \( L_p(x, \lambda) \) over \( \Lambda \) for each \( x \in \mathbb{R}^n \). This procedure guarantees that, for any arbitrarily small \( \epsilon > 0 \), an \( \epsilon \)-optimal solution of the min-max problem (1.5) can be obtained by solving the unconstrained smooth optimization problem

\[
\min_{x \in \mathbb{R}^n} F_p(x) = \frac{1}{p} \ln \left\{ \sum_{i=1}^{m} \exp \left[ p \left( -\mu_{C_i}(x) \right) \right] \right\}, \quad (2.12)
\]

with a sufficiently large \( p \). It should be noted that, in practice, an accurate approximation can be obtained using a moderately large \( p \). Also, because of the special “log-exponential” form of \( F_p(x) \), it is highly smooth and avoids most overflow problems in computation. Moreover, since it is an unconstrained, smooth optimization problem, the commonly used solution methods, such as the BFGS subroutines \([12]\), can be readily applied.

**Lemma 2.1.** If \( \mu_{C_i}(x) \), \( i = 1, 2, \ldots, m \), are concave over a convex set \( \Omega \) in \( \mathbb{R}^n \), then \( F_p(x) \) is convex.
Proof. For any \( \mathbf{x}_1, \mathbf{x}_2 \in \mathbb{R}^n \) and \( \lambda \in (0,1) \), we have

\[
F_p(\lambda \mathbf{x}_1 + (1-\lambda) \mathbf{x}_2) = \frac{1}{p} \ln \left( \sum_{i=1}^{m} \exp \left[ \frac{p}{\mu_{C_i}} (\lambda \mathbf{x}_1 + (1-\lambda) \mathbf{x}_2) \right] \right)
\]

\[
\leq \frac{1}{p} \ln \left( \sum_{i=1}^{m} \exp \left[ \lambda p (\mu_{C_i} (\mathbf{x}_1)) + (1-\lambda) p (\mu_{C_i} (\mathbf{x}_2)) \right] \right)
\]

\[
= \frac{1}{p} \ln \left( \sum_{i=1}^{m} \exp \left[ p (\mu_{C_i} (\mathbf{x}_1)) \right] \right)^\lambda \left( \sum_{i=1}^{m} \exp \left[ p (\mu_{C_i} (\mathbf{x}_2)) \right] \right)^{1-\lambda}.
\]

(2.13)

The Hölder inequality [9] implies that

\[
\sum_{i=1}^{m} \left\{ \exp \left[ p (\mu_{C_i} (\mathbf{x}_1)) \right] \right\}^\lambda \left\{ \exp \left[ p (\mu_{C_i} (\mathbf{x}_2)) \right] \right\}^{1-\lambda}
\]

\[
\leq \left( \sum_{i=1}^{m} \exp \left[ p (\mu_{C_i} (\mathbf{x}_1)) \right] \right)^\lambda \left( \sum_{i=1}^{m} \exp \left[ p (\mu_{C_i} (\mathbf{x}_2)) \right] \right)^{1-\lambda}.
\]

(2.14)

Consequently,

\[
F_p(\lambda \mathbf{x}_1 + (1-\lambda) \mathbf{x}_2) \leq \frac{\lambda}{p} \ln \left( \sum_{i=1}^{m} \exp \left[ p (\mu_{C_i} (\mathbf{x}_1)) \right] \right) + \frac{1-\lambda}{p} \ln \sum_{i=1}^{m} \exp \left[ p (\mu_{C_i} (\mathbf{x}_2)) \right]
\]

\[
= \lambda F_p(\mathbf{x}_1) + (1-\lambda) F_p(\mathbf{x}_2).
\]

(2.15)

This shows that \( F_p(\mathbf{x}) \) is a convex function on \( \mathbb{R}^n \). \( \square \)

Lemma 2.1 directly leads to the following result.

**Theorem 2.2.** For the system of fuzzy linear inequalities (1.1), if \( \mu_{C_i}(\mathbf{x}) \), \( i = 1,2,\ldots, m \), are concave, then we can find a solution to (1.1) by solving the unconstrained convex programming problem (2.12) with a sufficiently large \( p \).

3. A numerical example. Consider the following system of fuzzy linear inequalities [10]:

\[
f_1(\mathbf{x}) = -4x_1 - 5x_2 - 9x_3 - 11x_4 + 111.57 \leq 0,
\]

\[
f_2(\mathbf{x}) = x_1 + x_2 + x_3 + x_4 - 15 \leq 0,
\]

\[
f_3(\mathbf{x}) = 7x_1 + 5x_2 + 3x_3 + 2x_4 - 80 \leq 0,
\]

\[
f_4(\mathbf{x}) = 3x_1 + 5x_2 + 10x_3 + 15x_4 - 100 \leq 0,
\]

(3.1)
where the membership function $\mu_{C_i}(x)$, $i = 1, 2, 3, 4$, are specified as follows:

\[
\mu_{C_1}(x) = \begin{cases} 
1, & \text{if } f_1(x) \leq 0, \\
1 - \left(\frac{f_1(x)}{10}\right)^2, & \text{if } 0 < f_1(x) \leq 10, \\
0, & \text{if } f_1(x) > 10,
\end{cases}
\]

\[
\mu_{C_2}(x) = \begin{cases} 
1, & \text{if } f_2(x) \leq 0, \\
1 - \left(\frac{f_2(x)}{5}\right)^3, & \text{if } 0 < f_2(x) \leq 5, \\
0, & \text{if } f_2(x) > 5,
\end{cases}
\]

\[
\mu_{C_3}(x) = \begin{cases} 
1, & \text{if } f_3(x) \leq 0, \\
1 - \left(\frac{f_3(x)}{40}\right)^2, & \text{if } 0 < f_3(x) \leq 40, \\
0, & \text{if } f_3(x) > 40,
\end{cases}
\]

\[
\mu_{C_4}(x) = \begin{cases} 
1, & \text{if } f_4(x) \leq 0, \\
1 - \left(\frac{f_4(x)}{30}\right)^2, & \text{if } 0 < f_4(x) \leq 30, \\
0, & \text{if } f_4(x) > 30.
\end{cases}
\] (3.2)

Applying Bellman and Zadeh’s method of fuzzy decision making [1], the maximizing solution $x^*$ of this problem is given by solving the problem

\[
\max_{x \in \mathbb{R}^n} \min \left\{ 1 - \left(\frac{f_1(x)}{10}\right)^2, 1 - \left(\frac{f_2(x)}{5}\right)^3, 1 - \left(\frac{f_3(x)}{40}\right)^2, 1 - \left(\frac{f_4(x)}{30}\right)^2 \right\},
\] (3.3)

which is equivalent to the min-max problem

\[
- \min_{x \in \mathbb{R}^n} \max \left\{ \left(\frac{f_1(x)}{10}\right)^2 - 1, \left(\frac{f_2(x)}{5}\right)^3 - 1, \left(\frac{f_3(x)}{40}\right)^2 - 1, \left(\frac{f_4(x)}{30}\right)^2 - 1 \right\}.
\] (3.4)

An $\epsilon$-optimal solution of the min-max problem can be obtained by solving the unconstrained convex programming problem

\[
- \min_{x \in \mathbb{R}^n} \frac{1}{p} \ln \left\{ \exp \left[ p \left( \left(\frac{f_1(x)}{10}\right)^2 - 1 \right) \right] + \exp \left[ p \left( \left(\frac{f_2(x)}{5}\right)^3 - 1 \right) \right] + \exp \left[ p \left( \left(\frac{f_3(x)}{40}\right)^2 - 1 \right) \right] + \exp \left[ p \left( \left(\frac{f_4(x)}{30}\right)^2 - 1 \right) \right] \right\},
\] (3.5)

with $p$ being sufficiently large.

Taking $p = 100$, the algorithm terminated at the point $x^* = (15.40, -15.16, 18.44, -3.65)^T$. 
4. Concluding remarks. In this paper, a system of fuzzy linear inequalities is studied. It shows that solving such problems can be reduced to a regular min-max problem. An entropic regularization method is introduced for solving the resulting problem. This method essentially provides a smooth and uniform approximation for solving the min-max problem. Only a commonly used BFGS subroutine is required in our implementation. The required software development effort is minimal.
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